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Planar Solid-Oxide Fuel Cell System Demonstration at UT

SimCenter

S. Kapadia, J. C. Newman III, W. K. Anderson
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701, East M.L. King Boulevard, Chattanooga, TN — 37403, U.S.A.

Abstract

A three-dimensional, unstructured, multi-species reacting flow solver is
developed to model solid oxide fuel cells (SOFCs) as well as catalytic reactors. The finite
volume based solver utilizes density-based method to solve the coupled system of
governing equations. Numerical results for both SOFC and reactor obtained using the in-
house code are compared with the experimental results from the literature for validation
purposes. Effects of mass flow rates of incoming species on performance of SOFC as
well as catalytic reactor are investigated. Two different methods namely direct
differentiation and discrete adjoint method are implemented in the code to compute
sensitivity derivatives for computational design. The catalytic partial oxidation of
methane over both platinum and rhodium catalysts is studied using the in-house solver.
Eight gas-phase species (CHy, CO,, HyO, N;, O, CO, OH and H) are considered for the
simulation. The surface chemistry is modeled using detailed reaction mechanisms
including 24 heterogeneous reactions with 11 surface-adsorbed species for Pt catalyst and
38 heterogeneous reactions with 20 surface-adsorbed species for Rh catalyst. The
numerical results are compared with the experimental data and good agreement is
observed. The effects of the design variables of inlet velocity, methane/oxygen ratio,
catalytic wall temperature and catalyst loading on the cost functions representing
methane conversion and hydrogen production are numerically investigated. The design
cycle is performed using two gradeint-based optimization algorithms to improve the
value of the implemented cost function and optimize the reactor performance. A
capability to perform thermo-mechanical analysis is developed by coupling the
multispecies solver with the structures code. Results obtained using this capability are
shown for the planar SOFC. Also, sensitivity derivatives of stress are computed using the
direct differentiation method in the reacting flow and structures codes. A novel method to
perform shape optimization using CAD based parameters has been collaboratively
developed. This method is also effective in generating curved elements for high-order
finite element meshes. A robust mesh movement algorithm is implemented to ensure grid
quality during shape design and high-order element creation. Examples using this
technique are presented for a tubular SOFC, three-dimensional body of revolution and
NACA 4412.

1. Introduction
Energy efficiency has been one of the most important research areas of recent
times. Improving efficiency of existing systems as well as developing new technologies



for energy production and storage has captured a lot of attention lately due in part to
reducing reliance on fossil fuels as well as their environmental impacts. Systems that are
capable of operating with variety of fuels while producing energy at higher efficiency are
very desirable. Solid oxide fuel cells (SOFCs) can be classified as one of such
technologies due to its capability of producing efficient energy using various
hydrocarbon fuel types. SOFCs are high temperature fuel cells capable of producing
electrical energy at high efficiency. As the name suggests, the SOFC contains a solid
electrolyte that is capable of transporting oxygen ions from the cathode-electrolyte
interface to the anode-electrolyte interface.

Fuel reformer is one of the most important components of the SOFC system. The
purpose of the fuel reformer is to convert the chemical composition of primary fuel into
the species that systems like SOFC can be operated with. Fuel reforming can be broadly
classified into three categories including, steam reforming (SR), partial oxidation (POX)
and autothermal reforming (ATR). The reactors used in reforming process can have many
different structures such as pack bed and monolith depending on application and other
parameters. These reactors are categorized as the catalytic reactors. The catalytic reactor
can be distinguished from the conventional reactor by considering fundamental
differences between homogeneous (conventional) combustion and catalytic combustion.
The main differences can be summarized as [1] following.

¢ Conventional combustion occurs in the presence of a flame, while catalytic
combustion is a flameless process.

e (Catalytic combustion generally proceeds at a lower temperature than conventional
combustion.

e (Catalytic combustion results in lower emission of oxides of nitrogen.

¢ Conventional combustion can only exist within well-defined fuel to air ratios.
Catalytic combustion is not constrained by such condition.

e Catalytic combustion can offer fewer constraints on reactor design.

Numerical simulation techniques have become matured enough to be utilized in
performing design and optimization in vast variety of fields. Some of the advantages of
the numerical simulations over the experiments are the cost effectiveness and the fact that
the simulations provide a wealth of data that is difficult or impossible to obtain
experimentally and can be used to perform in-depth analysis of the system. Numerical
design is an iterative process starting with baseline solution, followed by sensitivity
computation and parameter optimization. Each of the steps mentioned can be performed
with different methods from high-fidelity to low-fidelity as well as in one-dimension to
multi-dimensions. As expected, high-fidelity simulations provide detailed information
about the flowfield, but comes with a burden of higher computational cost compared to
the simplified models. Even though SOFCs are still in the developmental stage,
numerical techniques can be effectively utilized to find solutions to many of the design
hurdles affecting the commercial application of the technology. Numerical simulations
can contribute greatly toward the development of better designs that can produce more
power, increased efficiency, and extended life expectancy of various SOFCs and
reformers.



Behavior of SOFCs has been studied by different researchers using both
simulation models as well as experiments [2-9]. Primary focus of numerical simulations
is on analysis of fuel cells without putting much emphasis on formal optimization
procedures or sensitivity computation. Most of the design studies are performed by
simply changing the parameter of interest, re-running the simulation, and comparing the
results with those from the original simulation [2,6,7,9]. While this approach can be used
to determine the effects of parameter variations on fuel cell performance, a more rigorous
approach toward optimization would likely lead to better designs, and can also provide
improved insight into the parameters affecting the performance of the fuel cell. For
SOFC problems, example cost functions that can be used for improving performance
include minimizing temperature variations, obtaining equal distribution of fuel in each of
the channels, minimizing stress inside different components or maximizing power.
Design variables may be related to the shape/size of the fuel channels, electrodes,
electrolyte, and interconnect, but may also be coupled to the stoichiometric composition
of fuel or material properties such as the porosity or tortuosity of the electrodes. In
references [10] and [11], optimization algorithms have been used to improve the
performance of a polymer-electrolyte-membrane fuel cell (PEM) using four design
variables, where the sensitivity derivatives used for the optimization algorithm have been
obtained using a finite-difference approach. While finite differences are often a viable
means for computing sensitivity derivatives, this method can be computationally
restrictive when a sufficiently large number of design variables are present. In addition,
accurate derivatives can sometimes be difficult to obtain using finite differences because
of subtractive cancellation errors [12], which occur when the function evaluations in the
numerator become computationally indistinguishable [13] when very small perturbations
are used. By using a direct differentiation or discrete adjoint method [14-25], sensitivity
derivatives that are consistent with the flow solver may be obtained for use in a design
optimization environment. The code utilized in this report is capable of computing
sensitivity derivatives of a cost function with respect to desired parameters using both
direct differentiation and discrete adjoint methods. In different design studies performed
at the SimCenter, sensitivity derivatives were also utilized in a design environment to
optimize cost functions representing uniform fuel distribution [26,27], temperature
distribution [28] and cell voltage [27].

Due to the presence of various thermal mechanisms inside SOFC, temperature
distribution exhibits non-uniformity throughout the domain. This coupled with the
mismatch in coefficients of thermal expansion of different SOFC components makes
stress analysis an interesting avenue to explore. Recently, few studies have been
performed [29-35] to analyze stress components inside different components of SOFC.
Lin et al. [29] analyzed effects of clamping load on the thermal stress distribution in a
planar SOFC. Five different compressible loads were applied to investigate effects on
stress distribution. Gulfam et al. [32] analyzed thermal stress inside PEN region of SOFC
for co-flow, counter-flow and cross-flow configurations using commercial software,
ABAQUS [36]. Maximum stress inside anode layer was found at high-temperature
regions located on the anode-electrolyte interface for all configurations. Jiang et al. [33]
performed thermal stress analysis of SOFC with the bonded compliant seal design. Stress
analysis performed using commercial software, FLUENT [37] and ANSYS [38§]



investigated effects of temperature non-uniformity and cell voltage on thermal stress
distribution. Weil and Koeppel [34] also analyzed effects of different seal designs on
stress-strain state. They used glass-ceramic, brazed joints and foil-based seals in this
study. Chiang et al. [35] analyzed effects of anode porosity on thermal stress in anode-
supported SOFC using commercial software, STAR-CD [39] and MARC [40]. The study
indicated presence of higher principal stress at low cell voltages due to high local current
density and steep temperature gradients. None of these studies attempted to compute
sensitivity derivatives of a cost function involving thermal stress components using
formal procedures such as direct differentiation or discrete adjoint methods. Such
capability is required if optimization of principal stress components or strain rates with
respect to geometrical or material parameters is desired. One of the cases described in
this report demonstrates such capability, where stress sensitivities are computed with
respect to the cathode porosity using direct differentiation method. Implementation of this
method is not trivial, as it requires computation of sensitivity derivatives of flowfield
variables in the multispecies Navier-Stokes code and coupling them with the structures
solver to compute stress sensitivities with respect to the design parameters.

The monolith or honeycomb reactor is a commonly used configuration in catalytic
combustion. It consists of a number of parallel passageways through which the gas flows,
with the catalyst being coated on its walls. Catalytic monolithic reactors are generally
characterized by the complex interaction of various physical and chemical processes that
include transport of momentum, energy, and chemical species. Modeling of monolithic
reactors can be broadly divided into two categories: single-channel modeling that
considers one channel of the monolith and full-scale modeling that considers the whole
reactor comprised of several hundred channels [41]. Single-channel models can be one-
dimensional, two-dimensional or three-dimensional. One-dimensional (1D) models
ignore radial and angular gradients in temperature, concentration, and velocity, and
consider only axial variations. These models with lumped heat and mass coefficients
were widely used because of their simplicity and easy implementation. A simplifying
assumption of plug flow is frequently made in 1D models. Inside the monolith channel,
the catalytic reactions occur in the washcoat on the channel wall. There are two choices
for incorporating these catalyst reactions in numerical model.

e The pseudo-homogeneous model: The wall temperature and concentrations are
assumed to be the same as fluid, and the reaction rate is incorporated directly into
the conservation equations.

e The heterogeneous model: The gas-solid interface at the wall is assumed to be
discontinuous and separate mole and energy balance equations are solved for the
solid. These equations are coupled to the fluid equations through mass and heat
transfer coefficients. Catalytic reactor results presented in this report utilizes
heterogeneous model for surface chemistry.

Catalytic combustion of hydrogen was investigated by Cerkanowicz et al. [42]
with simplified chemistry and by Kramer et al. [43] with detailed kinetics. Multi-
dimensional models of catalytic reactors can be developed based on either boundary-
layer equations or full Navier-Stokes equations. In boundary-layer approximation, axial




(streamwise) diffusive transport is neglected, but detailed transport to and from the
channel walls is retained. Raja et al. [44] investigated the efficiency and validity range of
the Navier-Stokes, boundary layer and plug-flow models in a catalytic monolithic
channel. Their research showed that the boundary-layer models provide accurate results
with relatively low computational cost [44]. Deutschmann et al. [45] and Dogwiler et al.
[46] used two-dimensional Navier-Stokes models with detailed heterogeneous and
homogeneous chemistry for simulation of catalytic combustion. Catalytic combustion of
methane-air was studied by Markatou et al. [47] using two-dimensional boundary layer
model. Kumar [41] developed a coupled implicit solver to solve species conservation
equations and investigated the flowfield in a full-scale 3D catalytic converter. Catalytic
combustion of iso-octane over rhodium catalysts was studied by Hartmann et al. [48].
They used detailed surface chemistry including 17 surface species and 58 surface
reactions for this simulation. Maestri and Cuoci [49] used OpenFOAM to simulate
heterogeneous catalytic systems in three-dimensions with detailed kinetics schemes.
Catalytic partial oxidation (CPOX) of methane over a honeycomb reactor was
numerically studied by Hettel et al. [50]. They coupled OpenFOAM [51] and DETCHEM
[52] to model a large-scale COPX reactor. Minh [53] developed numerical methods for
the simulation and optimization of complex processes in catalytic monoliths for two
practical applications: catalytic combustion of methane and conversion of ethane to
ethylene. In this study, [54] optimization of the oxidative dehydrogenation of ethane to
ethylene over platinum was investigated using a two-dimensional model to simulate a
single monolith channel. In the work presented in this report, an in-house three-
dimensional multispecies solver is coupled with Cantera [55] to solve for the
heterogeneous reactions present in catalytic reactors. The solver is also coupled with the
DAKOTA [56] toolkit to perform optimization of the reactor.

Computational fluid dynamics (CFD) methods are generally classified as two
distinct families of schemes: pressure-based and density-based methods. The pressure-
based algorithm solves the momentum and pressure correction equations separately. The
density-based solver solves the governing equations of continuity, momentum, energy
and species transport simultaneously. In density-based approach, velocity field is
obtained from the momentum equations and the continuity equation is used to obtain the
density field. Pressure field is determined from the equation of state using computed
flowfield variables. In pressure-based methods, since there is no independent equation for
pressure, a special treatment is required in order to achieve velocity-pressure coupling
and enforcing mass conservation. Originally, pressure-based approach was developed for
low-speed incompressible flows, while density-based approach was mainly used for high-
speed compressible flows. However, this distinction has been blurred in recent times as
both methods have been extended and reformulated to solve for a wide range of flow
conditions beyond their original intent. As majority of work involving simulation of the
catalytic combustion uses pressure-based schemes, relatively less research has been
performed in this field using fully coupled density-based methods. In the study presented
in this report, potential of using the density-based approach for solving chemically
reacting flow inside a catalytic reactor and SOFC is investigated. Since all governing
equations including species, momentum and energy are solved simultaneously, very
accurate solution is obtained. One of the drawbacks of the density-based methods is that



the system of equations becomes very stiff at low velocity. This problem is usually fixed
by using appropriate preconditioners.

An in-house three-dimensional, multispecies solver is developed to obtain
different simulation results described in this report. Two validation cases are included in
this report. The first validation case compares polarization curve for a planar SOFC with
the experimental results [57]. The second validation case involves catalytic oxidation of
methane. In the reacting flow, mass flow rate of incoming species is considered an
important parameter. Effect of different mass flow rates of incoming species on
performance of SOFC as well as catalytic reactor is investigated. Another goal is
implementation of formal methods to accurately and efficiently compute sensitivity
derivatives. Sensitivity derivatives for different cost functions involving SOFC and
catalytic reactor are computed using discrete adjoint method and direct differentiation
and compared with each other for validation purposes. Effects of different design
parameters on reactor performance are also investigated. The catalytic reactor is
numerically optimized using two different gradient-based algorithms. One of the goals of
this project is development of fluid-structure interaction capability to analyze thermal
stress distribution and stress sensitivities. Application of this capability is shown for
different components of SOFC in this report. Finally, results are shown for obtaining
surface derivatives with respect to CAD based design parameters. This method has been
developed in collaboration with the Aerospace Computational Design Laboratory of
Massachusetts Institute of Technology (MIT). The surface derivatives obtained using this
method are fed into a finite element mesh movement solver to modify the shape of the
tubular SOFC. Application of this capability is also shown to accurately generate high-
order grids when underlying CAD model has curvatures.

2. Governing Equations and Computational Methodology
2.1 Multispecies Navier-Stokes and Electric Potential Equations

The three-dimensional code utilized to perform various simulations in this project
solves multi-species Navier-Stokes equations. For SOFC simulations, this model is
combined with an electric potential equation that governs the distribution of electric
potential and current density in the field. To solve for the surface chemistry in reforming
simulations, an interface with Cantera is developed. For reforming simulations, solution
of electric potential is not required, thus it is ignored. The three-dimensional model
accounts for all components of the SOFC, including the anode, cathode, electrolyte,
interconnects, and the fuel and air channels as well as different components of a reformer.
Note that the model is not limited to any particular type of SOFC, i.e. planar as well as
tubular type SOFC can be simulated using this model. The code is general enough to
solve for different kind of reacting flows as well as surface chemistry reactions.

The governing equations for mass, momentum and energy conservation are
solved simultaneously with the equation governing the electric potential in the numerical
model. The system of equations utilized in the SOFC model is given by equations (1) -
(6), which represent the conservation statements for the species concentrations,



momentum (X, y and z), energy and current, respectively. Equation (6) is ignored in
catalytic reactor simulations.

Equations (1) — (5) are modified Navier-Stokes equations valid for both porous
and fluid regions. Detailed discussion on flux formulation for these equations can be
found in previous work [26]. Equation (6) represents the electric potential equation. As
solid regions (interconnect and electrolyte) are considered zero-velocity regions, only
energy and electric potential equations are solved inside them. Electric/ionic
conductivity, o, in equation (6) is a strong function of the temperature. Expressions
describing the relationships between the electric/ionic resistivity (reciprocal of
conductivity) and the temperature for various components of SOFC are presented in
Table 1 [57,58] along with thermal conductivities and other material properties of
different components of the SOFC.
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As presented, equation (6) is an elliptic equation contrary to the rest of the
governing equations, which are hyperbolic-parabolic equations. Equation (6) is solved in
the entire domain except for the fuel and air channels, which are pure fluid regions.

Several transport processes take place at the anode-electrolyte and the cathode-
electrolyte interfaces that strongly affect the overall behavior of the SOFC. The
electrochemical reactions taking place at the cathode-electrolyte and anode-electrolyte
interfaces can be described by equations (7) and (8), respectively.

0.50,+2¢” — 0*" (7)
H,+0* - HO+2¢ (8)
The effect of the aforementioned electrochemical reactions is modeled by

applying mass flux conditions at the cathode-electrolyte (equation (9)) and anode-
electrolyte (equations (10)-(11)) interfaces using Faraday’s law.
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In above equations, i1s the local current density and F'is Faraday’s constant. A
negative sign implies that the flux is leaving the interface.

Table 1. Material properties of various components of SOFC [57,58]
Electric resistivity of anode (Qm) 2.98x107° exp(—1392/T)
Electric resistivity of cathode (Qm) 8.11x107° exp(600/T)
Electric resistivity of interconnect (Qrm) 6.41x107%
Tonic resistivity of electrolyte (Qm) 2.94x107° exp(10350/T)
Thermal conductivity of anode (W m™'K™) 6.23
Thermal conductivity of cathode (W m™'K™") 9.6
Thermal conductivity of interconnect ( Wm'K _1) 9.6
Thermal conductivity of electrolyte ( Wm'K _') 2.7
Porosity of anode 0.38
Porosity of cathode 0.5
Tortuosity of anode 5
Tortuosity of cathode 1.5
Permeability of anode (m*) 1.0x107"
Permeability of cathode () 1.0x107"°
Pore diameter of anode (m) 2.0x107°
Pore diameter of cathode (m) 2.0x107¢

To account for the heat generated due to electrochemistry, heat flux proportional
to the entropy change associated with the electrochemical reaction is applied at the
anode-electrolyte and cathode-electrolyte interfaces. This heat flux is proportional to the

molar formation rate, (i (R ) , where n_ is the number of electrons participating in the

electrochemical reaction.

In addition to the electrochemical reactions, two chemical reactions, methane
reforming (12.1) and water gas shift (12.2) reactions are also available when methane is
used as a fuel and internal reforming is allowed.



K,
CH, + H,0 &= CO +3H, (12.1)

CO+ H,0 == CO, + H, (12.2)

Reaction rates for various species have been computed using the following
equations.

Rate, =kf, Dy aPuro _kbrpcopzrz (13.1)
Rate, =kf.PcoPrao—kbPcoaPur (13.2)

%9 2

Subscripts “7” and “s ” stand for reforming and shift reactions, respectively.
Reaction rate constants, kf'and kb, are computed using the methodology outlined in
reference [28].

The voltage output of the SOFC strongly depends on several irreversibilities or
losses encountered in the flowfield including activation polarization, concentration
polarization and Ohmic polarization. Noren and Hoffman [59] have provided extensive
discussion on accurately modeling the activation polarization. The SOFC model used in
this work employs the Butler-Volmer equation to compute activation polarization [59].

The Butler-Volmer equation can be written as,

o n F wF
i=i|exp aRTn"C’ —exp (1_a)RTn"c’ (14)

The activation polarization is denoted by 7, .

o is the charge transfer coefficient and assumed to be 0.5 in the current work.

n, represents the number of electrons involved in the electrochemical reaction, which is
2 (equations (7) and (8)) in the current simulation.

i, is the exchange current density and is computed using equations (15) and (16) for the
anode and cathode [60], respectively.

P P E
. 2 »0 act,a
ref ref u

025
G P()z Eact ¢
he =6 2. | EB~mp (16)
ref u

Various constants in the above equations are given in Table 2 [60]. Once the
values of & and n, are inserted in equation (14), the activation polarization can be

computed using the following expression.
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Ohmic polarization is a direct consequence of the resistance offered to the flow of
electrons/ions inside various components of the SOFC. Voltage drop due to Ohmic
resistance is directly proportional to the current and the resistance. The effect of Ohmic
polarization on the voltage loss is directly included in the potential equation, equation (6),
through the electric conductivity, o, which is the reciprocal of the electric resistivity.

Table 2. Constants used to compute activation polarization [60]
o 0.5
W 2

¢ (Am™) 5.5x10°

L (4 m™) 7.0x10°

E_ (J kmol™) 1.0x10°

E_ (J kmol™) 1.2x10°

P_(N m?) 101325

Concentration polarization is caused by reductions in the concentrations of the
reacting species at the interface between the electrodes and the electrolyte. The effect of
the reduction in concentrations can be seen from the well-known Nernst potential
equation, given by equation (18). Also, exchange current densities at the anode-
electrolyte interface and the cathode-electrolyte interface, represented by equations (15)
and (16), respectively, are strongly affected by the concentration polarization.

Equation (18) computes the electromotive force (EMF) or electric potential under
reversible conditions, i.e. in the absence of activation, Ohmic or any other losses.

H,0 ref

The electromotive force at standard pressure, EMF®, is computed using
polynomial thermodynamic relationship between Gibbs free energy and temperature of
different species participating in the electrochemical reactions. The value of P, is taken

P pos _p
EMF = EMF® +§1§1n[”_2—"2], where P =FL (18)

as one atmosphere in the above equation.

The electrochemical reaction reduces the concentration of the reactants and
increases the concentration of the products at the electrode-electrolyte interface. Thus,
the partial pressures of the reactants and products are affected in the same manner. This
will reduce the value of the second term on the right-hand side of the equation (18)
thereby affecting the EMF of the cell adversely. Concentration polarization strongly

10



depends on the material properties of the electrodes that are responsible for the transport
(diffusion and convection) of the reactants and products, to and from the electrode-
electrolyte interface.

2.2 Surface Chemistry

The heterogeneous and homogeneous chemical reaction mechanisms are key
components of the reacting flow modeling. The mechanism of heterogeneously
catalyzed gas-phase reactions can be described by the sequence of elementary
reaction steps including adsorption, surface diffusion, chemical transformations of
adsorbed species, and desorption. Several modeling approaches are available to
compute the reaction rates of heterogeneous reactions. Different approaches such as,
Ab-initio calculation, density function theory (DFT) and kinetic Monte Carlo
modeling are used to include the molecular aspects of heterogeneous catalysis. In
power-law kinetic approach, rate of the catalytic reaction is calculated by fitting
empirical equations to the experimental data. In the last two decades, the mean-field
approximation (MF) has been used as a work-around in order to overcome the much
simpler Langmuir-Hinshelwood or even power-law approaches and to include some
of the elementary aspects of catalysis into models suitable for numerical simulation
of catalytic reactors [61]. In the mean-field approximation, the rate equations similar
to homogeneous reactions are used to model heterogeneous reactions.

In the MF model, the source term, $;, of gas-phase species due to
adsorption/desorption and surface species (adsorbed species) are given by,

N N
= s vk, IT] L S[X]””‘ (i=1,..,Ny+Ny) (19)

Where K is the number of elementary surface reactions (including
adsorption and desorption), N is the number of species adsorbed and Ny is the

number of gaseous species. The heterogeneous flux on the surface is obtained by
equation (20).

Fluxhet = MWLSL (20)

Since the catalyst is dispersed as small particles in the reactor support, the
active catalyst area is usually much greater than the geometric surface area. The ratio
of catalyst and geometric area is defined as,

F — Acatalyst
cat/geo —

1)

Ageometric

To account for pore diffusion within the catalyst coating layer, the
effectiveness factor, 7, is defined. F 4t /40, and 7 are experimentally determined.
Therefore, the heterogeneous flux formula can be modified as,

Fluxpe, = Feat/geoTMW;s; (22)
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The temperature dependence of the rate coefficients in equation (19) is
described by a modified Arrhenius expression shown in equation (23).

ke, = AyTPrexp [ a"] [1, ©!exp [E”‘@ ] (23)

In equation (23), ©; is surface coverage for species “1”. For some simple
surface reaction mechanisms, it is convenient to specify the surface reaction rate
constant in terms of a “sticking coefficient” (probability) rather than the actual
reaction rate. This approach is only allowed when there is exactly one gas-phase
species reacting with the surface.

_ S |RT 0 _ _Si
g = N Py 150 (24)
2

In equation (24), s? is the initial (uncovered surface) sticking coefficient; t is

sum of surface reactants’ stoichiometric coefficients and I' is the surface site density
(mol/m?). Using equation (23), the equation (19) can be rewritten as,

Zk L (AkTB"exp [ ak] HNS @)“'kexp [e,k® D Ng+N5[X ]ij
(l—l,...,N + N;) -

The surface molar concentration of a species is obtained by [62],

[X;]=0,I' (i=Ng+1,..,N; +N,) (26)
g 3 8[xi] 30;

From equation above, §; = 5 = 27)

80; _ Si

= (28)

The surface site densities are of the order of 10~° mol/cm? (approximately
1015 adsorption sites per cm?) [63]. Equation (28) assumes that the total surface site
density I' is constant. The equation above is used for a transient simulation. In a
steady-state calculation, surface species concentrations (or site fractions) remain
constant with time [62], which gives,

§;=0 (i=Ny+1,...,N; +N) (29)

At steady state, surface species concentrations have to adjust themselves to be
consistent with the adjacent gas-phase species concentrations such that the condition
s; = 0 (equation (29)) is satisfied. The solution of equations (25) and (29) provide the
surface coverages and the surface molar concentrations. Once these values are obtained,
the source terms for the governing equations can be computed. The system of equations
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generated by equations (25) and (29) is considered to be extremely stiff. C-language
version of VODE, CVODE, which is included in the Sundials package, is chosen for
solving these stiff equations. For coupling the flow solver with CVODE, an interface
based on Cantera [55] is used. The structure of this interface is illustrated in figure 1. A
Cantera input file is written based on the application including definition of gas and
surface phases and detailed chemical reactions. This input file is read and used to create
and allocate the Cantera gas, surface and interface objects at the beginning of the
simulation. During simulation, flow solver gives the gas phase information including
temperature, pressure and mole fractions of the species to Cantera. Then, Cantera sets the
required parameters and sends to the CVODE solver. The surface coverages and reaction
rates are computed and communicated back to the flow solver to use as the chemical
source terms.

Open and read input file
(Define gas and surface species, reactions)

v

Create the gas phase objeet

v

Create the surface phasc obicet

v

Create the interface object (interface betwecen
surface-gas phases)

Gas temperature, pressure
and mole fraction for the
catalytic wall boundary ’
cell *

Get the gas information

| e

Flow solver Set Tcmperature, pressure and concentration
for the gas and surfaec phases

Solve stiff equations using CVODE and
comnute surface converges

i

Computec chemical reaction rates

\ 4

Chemical reaction rates

Figurel. Data exchange between the solver and Cantera through an interface

2.3 Boundary and Interface Conditions

To illustrate various boundary conditions implemented in the solver, an example
of a planar SOFC is shown in figure 2. The geometry includes all relevant SOFC
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components including air/fuel channels, anode, cathode, electrolyte and interconnects.
No-slip, adiabatic wall boundary conditions are applied at the interfaces between the
electrodes and the interconnect, as well as the side, top and bottom walls. Same boundary
conditions are applied at the walls of reformers. No-slip, isothermal wall as well as
catalytic wall boundary conditions are also implemented and utilized in catalytic reaction
cases. Solid regions (interconnect and electrolyte) are considered zero-velocity regions
and the only variables computed inside these regions are temperature and electric
potential. A fixed potential (¢ = 0) boundary condition is applied at the bottom wall,

whereas the top wall is treated by specifying average current density (i =1i,,,,,) in SOFC

simulations.

Inflow boundary conditions with specified mass flow rate and species mole
fractions are applied at both fuel and air channel inlets. Specified back pressure outflow
conditions are applied at both air and fuel channel outlets. Same inflow/outflow boundary
conditions are applied in the reforming case. The code is capable of handling fluid,
porous and solid regions as well as interfaces between them. Specific properties of
different regions as well as surfaces are provided through input files.

Iu/)p fied

_— bn-air Current = 0 m hr-air

L M s Current=0 LTV

N
\

Z
applicd

(a). Front view (b). Side View

Figure 2. Boundary and interface conditions (I — Interconnect, C — Cathode, AC — Air
Channel, E — Electrolyte, FC — Fuel Channel, A — Anode)

14



2.4 Structures

As mentioned earlier, capability to perform thermo-mechanical stress analysis has
been developed to analyze stress inside different components of the SOFC and reformers.
Thermo-mechanical stress analysis can be performed either fully coupled, or one-way
coupled in which only one disciplinary response affects the other. Regardless of the
formulation, the governing equation may be expressed as

azuj
Oy i bj =p ¥ 30)

where, o represents the stress tensor, b the body force terms per unit mass, p the mass

density, and u the displacement field. To cast the above equations in terms of
displacements, the relationships between strain-displacement and stress-strain must be
assumed. For small strains and displacements (i.e., geometric linearity), the strains are
related to the deformation gradients as

£ =%(u..+ui’j) (31)

Uj Jst

Additionally, under the assumption of linear elasticity (i.e. material linearity), the
stress may be related to strain as

0'.=C,.jk,(8.—a-AT-5k,) (32)

ij ij
where, « is the coefficient of thermal expansion (which may in general be a function of
temperature), AT the temperature difference from reference, and ¢ the Kronecker delta
symbol. Here, the first term relates the stress to mechanical strain, and the second to the
thermal strain. Assuming isotropic material behavior, the constitutive (elasticity) tensor
may be conveniently written as

Cou = L(5il5 i +0,0 1)+ Lé‘ré‘u

4 2(1+v) g ! (1+v)(1—2v) 4
where, in general, the modulus of elasticity, E, and Poisson’s ratio, v, may be functions
of temperature. Currently, it is assumed that the mechanical response does not alter the
temperature distribution, and therefore, a one-way coupling is utilized. Furthermore, a
steady-state temperature field is applied to the structure and, hence, inertia may be
neglected in the problem formulation.

(33)

The thermo-elastic structural analysis is performed using a standard displacement-
based Galerkin formulation. With introduction of the stress-strain, and strain-
displacement, relations into the equations of equilibrium, the Navier-displacement
equations may be written (neglecting inertia) as
C it +b =0 (34)

ikl e i
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Integrating these equations over the volume of an element, using a standard
Galerkin formulation, and assembling the element equations yields an algebraic system to
be solved for the unknown nodal displacement vector {d} as

[k |{a}={F} (35)

where, the global stiffness matrix and load vector are

[x)-3 (T8 [Tzl a0
[F}=S [[N] {etav +3 [[N] {c}as+Y [[N] [C]{e-aT}av (37)

Here, [N ] represents the element shape function matrix, which relates the

displacement field to the element nodal displacements, and [B] is the so-called strain-

displacement matrix, which relates the element strains to the nodal displacements. The
first term of the load vector represents body forces acting over the volume of the domain,

the second term represents forces due to traction or stress (¢, = 0,7, where 7, are the

components of the unit outward pointing normal) acting on the boundaries of the domain,
whereas the last term are the loads resulting from the thermal strains.

The solution to the resulting system may be accomplished with either an iterative
or direct method. Iterative solution algorithms can be beneficial for very large systems,
which may prohibit direct solution methods, or for systems, which do not have
symmetric, damping matrices. The direct method uses a sparse Cholesky decomposition
based on skyline storage scheme. A preconditioned GMRES [64] is utilized to solve the
system iteratively.

Once the nodal displacements have been determined, the strain and stress fields
may be computed. In multidimensional problems, the individual components of the stress
tensor do not provide adequate information in order to ascertain the proximity to failure
or yielding of the material. In these regards, different stress measures are typically used.
For brittle materials, the maximum in plane principal stress is typically used. The
principal planes are those in which the shear stress vanishes and, therefore, are the planes
that have maximum normal stress. Since brittle materials tend to fail due to normal stress,
appropriate failure criteria are usually based on maximum principal stress. For ductile
materials, which tend to fail in shear, typically either the von Mises or the Tresca yield
criteria are used. The von Mises yield criterion uses the assumption that the onset of yield
is based on the second deviatoric stress invariant. The Tresca yield surface is
circumscribed by the von Mises yield surface, representing a more conservative criterion
for prediction of plastic yielding.

3. Design and Sensitivity Analysis

The three-dimensional code developed is capable of computing sensitivity
derivatives that can be utilized in optimization process for minimizing a specified cost
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function, which is indicative of the performance of the system. The code is capable of
computing sensitivity derivatives using either discrete adjoint method or direct
differentiation method. Depending upon the design problem, one or other method
provides higher efficiency. For example, discrete adjoint method is computationally
efficient for design problems with large number of design variables.

A general optimization procedure begins by first defining a meaningful cost
function and a desired set of design variables. A numerical analysis of the baseline
system is then performed. The results of the analysis include the solution variables Q of

the discretized partial differential equations, which are subsequently used to determine
the initial cost. Because the numerical analysis involves discretization of the partial
differential equations on a computational mesh, it should be noted that () represents the

vector of solution variables where each element of the vector is representative of one or
more physical variables located at each mesh point, ¥ .

3.1 Discrete Adjoint Method

The cost function may have an explicit dependence on the vector of design
variables, £, but will also have an implicit dependence because Q and } may also

depend on the design variables. Therefore, the cost function is typically written to
indicate the implicit and explicit dependence on the design variables as,

f=rQB)x(B).B) (38)

If R represents the vector of discrete residuals at each mesh point, an augmented
cost function L can be defined in terms of the original cost function and the vector of
discrete residuals as,

LQ(B), x(B).B. A) = F(Q(B), x(B).B)+ A"R(Q(B), x(B). B) (39)

In equation (39), A is the vector of Lagrange multipliers (also known as costate
variables). Note that the augmented cost function, L, is a scalar quantity that is identical
to the original cost function f', when R(Q) is zero, indicating that the steady-state

solution is obtained. Differentiating the augmented cost function with respect to each of
. . . ] ) dL L]

the design variables yields the following set of equations ford—ﬁ , which is a column

vector where each element represents the derivative of the augmented cost function with

respect to a particular design variable.

a_[o Jaxlar),[ael o [arT { J[oR] Tax][ar]
d_ﬁ_{aﬁ+[aﬁ] axHaﬁ] 3Q+[3Q}A+ [aﬁ] J{aﬁ} [ax} -

Because the elements of A are arbitrary, the second term, which involves the
derivatives of the dependent variables with respect to the design variables, can be
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eliminated by solving a linear system of equations for the costate variables, also known
as the adjoint equation.

R, __[¥
[ag] = {BQ} S

Once the costate variables are obtained, the derivatives of the cost function with
respect to all the design variables are obtained using a matrix-vector multiplication.

s e ] L ] [T (3]}

In numerical simulations, the largest computational cost of computing sensitivity
derivatives using the adjoint equations is due to the solution of the analysis and adjoint
equations, both of which are independent of the number of design variables. The only
dependency on the number of design variables is in the evaluation of equation (42),
which is generally much cheaper to compute than either the analysis or adjoint solutions.

Note that the terms in equations (40) - (42) involve differentiation of the discrete
residual R , the cost function /', and the computational mesh ¥ with respect to the

dependent variables Q, the design variables £, and the location of the mesh points ¥ .

Correct implementation of this procedure can be extremely tedious to accomplish by
hand and the resulting code can be difficult to maintain. To overcome the difficulties
associated with hand differentiation, the complex-variable technique of Burdyshaw et al.
[16] and Nielsen et al. [24] has been used for evaluating all the terms in the matrices
required for solving the adjoint equations and for evaluating equation (42) once the
costate variables have been obtained. Although the original development of the complex-
variable technique is described in the literature [14], a detailed derivation of complex
variable technique is also given by Kapadia et al. [26] along with the detailed discussion
on relative benefits and drawbacks of complex variable method in comparison to
automatic differentiation and finite difference methods.

3.2 Direct Differentiation

Sensitivity derivatives can also be computed using the direct differentiation
method. Derivation of this method using the chain rule is shown in equations (43) — (46).

A (QB).xB1B) _3f , of 00 of oy
dpB of 00 B dxIp

Now, R(Q(B), x(B).8)=0 (44)

(43)

_ dR_OR 2RO0 0ROy _
~ 4 9B 0B LB )
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90 || 9B op)] dxop

As seen, computation of dQ/df is an essential component of this method, which
requires the solution of a linear system of equations for each design variable. This
requirement makes direct differentiation methods computationally expensive for
problems with many design variables. However, as derivatives of dependent variables
with respect to the design variables are computed at each node in the flowfield, this
method is particularly useful when there are many flowfield constraints. Direct

differentiation method is utilized in this report for computing sensitivity derivatives in a
case describing fluid-structure interaction capability for planar SOFC.

3.3 Mesh Sensitivity

Shape is one of the most important parameters in computational design of
physical systems. The three-dimensional code is capable of computing sensitivity
derivatives of desired cost function with respect to different shape parameters. Shape
parameter can range from a single mesh point to the surface shape and size of different
components of the system. A parameterization technique to represent the shape of the
computational domain has been developed and described in Section 3.4. To maintain the
quality of the mesh during a design cycle, a methodology is required to compute the
displacements of the interior nodes when the underlying geometry is modified. The
present simulations use the linear elasticity equations as applied in reference [64] to
compute these displacements as shown in equation (47).

T1 = 2o @7)

The matrix, [I"], is formed by applying a finite-volume method to the linear
elasticity equations and ¥, denotes the displacements applied to the surface nodes.

Note that, [T"] does not depend on the vector of the design variables, . Thus, by
differentiating equation (47) with respect to #, mesh sensitivities, dy/df} can be
obtained.

)
[r] _a_x_ — xswface
o I

Using equation (48), mesh sensitivities are computed separately for each shape
parameter and are then used in equation (42) for determining the sensitivity derivatives of
the overall cost function. Because this procedure is repeated for each design variable, it
can be computationally prohibitive for three-dimensional design problems when many
parameters are present. To overcome this difficulty, the method developed by Nielsen
and Park [65] has been implemented in the current study. In this technique, satisfaction
of the mesh equation given by equation (47) is included as a further constraint in the
augmented cost function.

(48)
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L(Q(B). x(B). B.A) = f(Q(B). x(B). B)+ A" R(Q(B), x(B). B)

+ AT ([T ]2 T “

Here, Agis the vector of co-state variables associated with the mesh

displacements. The last term in equation (49) represents the residual of the linear system
presented in equation (47), which is zero when the solution is converged. Thus, equation
(49) maintains the original value of the desired cost function, . Equation (50) is

obtained by following the same procedure used in deriving equation (42).
T T
355 (58] e[
dp 3B | 3B o | |00 |00
af l: ] axsmface
+ NE| T N r A
[aﬁ] { e il } [ ap

Finally, the grid adjoint problem, equation (51), is derived by solving for A to

(50)

eliminate the mesh sensitivity term, (dy/d/3 )Tin a similar manner as the first adjoint

problem.

oR
I A,=-2- A 51
[] ax [ax} &2

Note that with this procedure, A is first obtained and subsequently used on the
right-hand side of equation (51). Although equation (51) represents an additional linear
system of equations, the effects of mesh sensitivities for each design variable are
accounted for in a programming loop extending only over surface coordinates and
eliminates the need for multiple solutions of equation (47). By combining equations (41),
(50) and (51), sensitivity derivatives of an augmented cost function can be computed
using equation (52).

dL af T axm)face
a5 9P [ﬂ] A‘Ag[ 9B } 7

3.4 Parameterization
3.4.1 Control Grids

A parameterization method has been developed to improve the flexibility and
speed in which a shape design problem can be defined. This method uses a construct
called a control grid [66], which is associated with the surface mesh upon which shape
modification is desired. Referring to Figure 3(a), design variables are defined on the
boundaries of the control grid as perturbation sources, which are then propagated through
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the domain via the solution of an elliptic PDE (Laplacian) over the control grid volume.
The perturbations at the surface grid points are then obtained by interpolation from the
surrounding nodes on the control grid. This procedure is applicable when disparate
meshes have been generated for multidisciplinary analysis. Because the resulting surface
displacements are linear functions of the design variables, the parameterization need only
be computed for the original surface mesh. Subsequent shape deformations are then
computed as a linear combination of the design variable values and their associated
sensitivity derivatives, which are also computed only for original surface. This tool has
been used to define a parameterization for a wide variety of shapes, including
turbomachinery blades, wing/spar combinations, and an inlet s-duct. An example design
case performed using this technique is shown in Figure 3(b) and 3(c). As seen in the
figures, a surface for an aerodynamic analysis and an interior mesh representing the
underlying structure are both represented. As the shape changes in response to
adjustments in the design variables, both meshes deform in unison thereby maintaining a
watertight geometry. This parameterization technique has been utilized to provide design
variables to control the width of the 17 fuel channels of a manifold while treating the
baffles as rigid bodies [27]. Same technique is applied for a single-channel SOFC, where
design variables are located on the top and bottom walls of the fuel channel [27].

7Ty

[

—]
"1

(a). Control grid

(b). Initial design (c). Final design

Figure 3. Parameterization

3.4.2 CAPRI

CAPRI [67] is a methodology developed by the Aerospace Computational Design
Laboratory at the Massachusetts Institute of Technology (MIT). This technology provides
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an Application Programming Interface (API) to allow vender neutral communication with
CAD software. Through coordination with Dr. Bob Haimes at MIT (the developer of
CAPRI), a framework has been developed for integrating CAPRI with the SimCenter's
geometry libraries. With this capability, design variables used in the construction of the
underlying geometry can be exposed through the API's, thereby allowing them to be used
directly as design variables during an optimization process. The advantage of this
approach is that after a simulation-based design improvement has been completed; the
geometry is represented in CAD format so the new configuration can be manufactured
without first having to "re-loft" the geometry.

Another important application of this capability lies in higher-order finite element
simulations. While this interface had been originally developed for purposes of design
optimization, it is also used for placing additional nodes or quadrature points onto the
actual surface geometry as defined by the CAD definition. During this process, as
boundary elements are curved to conform to the original geometry configuration,
collapsed elements are likely to be generated, particularly when highly stretched elements
are applied in the viscous boundary layer. In this context, a robust mesh movement
strategy must be employed to accommodate the projection of the surface meshes for two
or three-dimensional geometries. Here exclusive use is made of a modified linear
elasticity theory, which assumes that the computational mesh obeys the isotropic linear
elasticity relations. More information about this methodology is given in Section 3.5.

3.5 Mesh Movement

One of the most important steps in the shape design process is to utilize the
surface derivatives and modified design parameters to perform volumetric mesh
deformation. The volumetric shape deformation is computed by solving linear elasticity
equations, (53) —(55). A finite volume linear elasticity solver is utilized to perform this
task. A newly developed finite element method can also be used and supports higher-
order spatial accuracy, which adds more flexibility and is compatible with future
development plans at the SimCenter. This solver is utilized in results shown in Section

4.6.
du a u o
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In equations (53) — (55), displacements in x, y and z directions are denoted by u, v
and w, respectively. “E” and “v” denote modulus of elasticity and Poison’s ratio,
respectively. While utilizing CAPRI interface and linear elasticity solver to generate
higher-order meshes, modulus of elasticity is set to be proportional to the inverse of wall
distance, to enable the nodes closer to boundaries to present higher rigidity for
maintaining the fidelity of the boundary-layer region. The value of Poison’s ratio should
be in the range of -1 and 0.5. For higher-order finite element work, a constant value of
0.25 is set and is found to be effective to transmit surface deformation into the interior
while capable of producing valid high-aspect-ratio cells.

3.6 Optimization

Sensivity analysis can be used to choose the design parameters that have strong
influence on objective function and ignore non-important parameters. This information
is helpful prior to an optimization study. In addition, sensitivy derivitives are essential
part of many optimization algoithms, especially gradeint-based methods. In gradient-
based methods, gradients of the response functions are computed to find the direction of
improvement. Gradient-based optimization is the search method that underlies many
efficient local optimization methods. A drawback to this kind of methods is that
computing gradients is expensive. However, by using methods like discrete ajoint and
direct diffrention this cost can be decreased significantly when a large number of design
parameters are present.

Optimization is the minimization or maximization of a cost function subjected to
constrains on its variables. The optimization problem can be defined as,

min f(x),egrn subjectto g;(x) <0 i€l (56)

where f is the objective function, a function of x that we want to optimize. x is a
vector of design variables. There are several methods for solving an optimization
problem. Table 3 summerizes some of these methods and their properites.

Several optimization software packages have been developed in the past. For
this study, DAKOTA toolkit is used. The DAKOTA (Design Analysis Kit for
Optimization and Terascale Applications) was developed by the engineers at the Sandia
National Laboratories [56]. DAKOTA’s optimization capabilities include a wide variety
of gradient-based and nongradient-based optimization methods. It includes many

23



extenal optimization libraries such as the OPT++ library [68], CONMIN and DOT
libraries [69].

Table 3. The optimzation methods and properties

Optimization method Properties
Gradient descent method - Slow convergence (convergence rate is linear)
- Zig-zag back and forth behavior
Newton’s method - Requires computation of Hessian

- Quadratic convergence rate

- Requires a good initial gauss

- Can be unstable

- Can be converged to maximum

Gauss-Newton method - Can be unstable
Conjugate gradient - Requires line search
method - Does not need explicit second derivatives

An interface is created to link the flow solver to DAKOTA. Figure 4 shows the
workflow involving an in-house solver and DAKOTA. The output file from DAKOTA
containing new values for the solver is “params.in”. This file is created by DAKOTA
during each design cycle.

Read initial filc including values and
constraints for design variables

Create the file params.in and write new Read file params.in

valuc for design variables ’
No Change thc design values based on the file
Yes params.in

Converge l

Run the flow solver with new valucs for
T dcsign variables

{

Write Run DAKOTA optimizer solver and compute Compute the cost function and gradients
results and new values for design variables
exit T
Read the values for objective function and Create th.c file outpu! and writt? the cost
gradients from the filc output < i function and gradients to this file

Figure 4. The data interchange and interface between the flow solver and DAKOTA
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3.7 Solution Procedure

In the three-dimensional solver, flowfield variables are computed using an
unstructured, implicit, finite-volume scheme. The solver is vertex centered and the
discrete residual at each node is computed by integrating the governing equations, (1) —
(6) over a median dual control volume. Because a steady-state solution is the primary
goal of the current work, time accuracy of the solution is sacrificed by allowing local
time-stepping to accelerate convergence.

To reduce computer time, the solution is obtained using multiple processors
utilizing the message-passing interface (MPI) [70] and necessary grid decomposition is
achieved using METIS [71]. Original grids are generated using the commercial software
Pointwise [72].

An implicit Euler scheme is used to solve the non-linear system as given by
equations (1) - (6). A flux-difference splitting scheme based on the ROE scheme [73,74]
for a multi-component mixture is derived to model the convective fluxes. A central-
difference formulation is used to compute all the second-order derivative terms. Linear
systems encountered in both the flowfield and sensitivity solvers are solved using the
GMRES [64] method with ILU-K preconditioner.

A domain decomposition tool has been developed to split computational domain
into any number of subdomains. This tool is capable of generating internal interfaces,
which are essential for multidisciplinary applications that contain domains with different
properties. The tool is also capable of generating higher order grids using initial linear
grid for higher-order finite element applications. Currently, this tool is being utilized for
multidisciplinary simulation applications including, CFD, electromagnetics and batteries.

4. Results and Discussion

4.1 Code Validation

In this section, code validation results for baseline solution and sensitivity
derivatives are presented for SOFC simulations. The geometry utilized in these
simulations is the same as used by Wang et al. [57]. One of the main reasons for using
this geometry is the availability of an experimental polarization curve [57] that can be
used to validate the in-house, three-dimensional multi-species Navier-Stokes solver.

4.1.1 Baseline Solution

The fuel mixture is assumed to contain hydrogen and steam only, i.e. chemistry is
not present in the validation case. Air is modeled as a mixture of oxygen and nitrogen.
Species mole fractions of the fuel mixture and air entering the respective channels are
given in Table 4. The operating pressure, temperature and mass flow rates of fuel and air
are also given in Table 4. Wang et al. [57] has obtained the polarization curve under the
same operating conditions as described in Table 4. Surface grid of the computational
domain is shown in Figure 5.
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Table 4. Operating conditions utilized in polarization curve

2
Xy, Ko Xo, Xy, &) 1@y (| 2 || Hueis

0.9578 | 0.0422 | 0.198 | 0.802 | 1273K | 101325 | 594x10~ | 2.15%10°

A comparison between the experimental polarization curve [57] and the
polarization curve obtained using the numerical model is shown in figure 6. As can be
seen, the overall comparison is satisfactory. The numerical tool successfully predicts the
shape of the polarization curve and obtains results that are within two percent of the
experimental data at low current densities and are essentially identical to the experimental
data at higher current densities. As expected, the cell voltage reduces with increasing
current density due in part to Ohmic losses which are linearly proportional to the current
density. Also, increase in current draws more hydrogen and oxygen from the anode-
electrolyte and the cathode-electrolyte interfaces, respectively and produces more steam.
This reduces the value of “EMF” in equation (18) i.e. concentration polarization
increases. Thus, the cumulative effects of Ohmic polarization and concentration
polarization are evident in Figure 6.

Figure 5. Surface Mesh
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Figure 6. Polarization curve

4.1.2 Sensitivity Derivatives

In this study, the following two cost functions are considered.

Cost -1: Cell voltage — equation (57.1).

Cost -2: Term responsible for the concentration polarization at the anode-electrolyte
interface — equation (57.2).

£ =SL _U¢ds S, —Surface area of the top surface (57.1)
&

1 ¢¢RT Py ]
% =—_U “—In| —= |ds S, —Surface area of the anode-clectrolyte interface (57.2)
S, 2F Pyo
It should be noted that the sensitivity results described in this section assume
H,/H,O as the fuel mixture. The operating conditions are the same as described in

Table 4 and the applied current density is 4000 4/ m*.

Improving power output is the ultimate goal of the SOFC design. If current
density is fixed, the power output can be improved by increasing the cell voltage. Thus,
the first cost function chosen in this study is the cell voltage. Sensitivity derivatives of the
cost function representing the cell voltage with respect to various design parameters can
be extremely useful in the design cycle.
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The second cost function represents the term responsible for the concentration
polarization at the anode-electrolyte interface. As seen, equation (57.2) exhibits an
interesting nature due to its explicit dependence on the species partial pressures and the
temperature. Also, improvement in concentration polarization can increase the SOFC
performance and thus, it is chosen as the second cost function in sensitivity studies.

Six design parameters are included to compute sensitivity derivatives of the
aforementioned objective functions. The design parameters are comprised of the material
properties of the anode and the cathode including porosity, tortuosity and mean pore
radius.

To validate the implementation of the discrete adjoint method, sensitivity
derivatives computed using the discrete adjoint method are compared with the same
derivatives computed using the direct differentiation method and the finite difference
method. Note that the sensitivity derivatives computed using central finite difference
method require two flowfield solutions for each design variables. To reduce
computational efforts, the comparison study is performed using a single channel
geometry (original geometry contains six channels) and coarse grid. Relevant physics
included for the original geometry is included in the comparison study.

Tables 5 and 6 show the comparisons amongst sensitivity derivatives computed
using the different methods for the Cost-1 and Cost-2, respectively. As seen, sensitivity
derivatives computed using the discrete adjoint method and direct differentiation method
match up to 9 to 11 digits. This comparison is excellent. Also, matching significant
digits between finite difference results and the discrete adjoint method results vary
between 2 to 4. Due to subtractive cancellation errors, it is hard to find an optimum step
size when the finite difference method is used to compute sensitivity derivatives. Thus,
comparison between finite difference derivatives and the discrete adjoint derivatives are
considered satisfactory.

Table 5. Validation of adjoint implementation (Cost 1)

D.v. Discrete Adjoint Direct Differentiation Finite Difference
£, -1.4136629036e-02 -1.4136629036e-02 -1.411798953e-02
K, -3.4924988954e-03 -3.4924988954e-03 -3.491000966e-03

<Py 8.7578106870e+02 8.757810686%e+02 8.754119812e+02
3 2.7292696323e-03 2.7292696322e-03 2.761454211e-03
K, -1.4976041763e-03 -1.4976041763e-03 -1.497321755e-03
<r>, 1.8945315028e+02 1.8945315028e+02 1.894163071e+02

A run-time comparison between the discrete adjoint and direct differentiation
method is shown in Table 7. Note that this comparison is made using the coarse mesh

28



utilized for Tables 5 and 6. As mentioned before, the direct differentiation method
requires the solution of a linear system for each design variable. Thus, the run-time of a
direct differentiation method is a linear function of the number of design variables. On
the other hand, the discrete adjoint method only requires the solution of a single linear
system and the dependency on the number of design variables is that a matrix-vector
product must be computed for each design variable.

Table 6. Validation of adjoint implementation (Cost 2)

D.V. Discrete Adjoint Direct Differentiation Finite Difference
£, -1.3870751906e-02 -1.3870751907e-02 -1.38668867e-02
K, -3.5959382450e-03 -3.5959382450e-03 -3.59483888e-03

gr>, 9.0264297426e+02 9.0264297426e+02 9.02379501e+02
£, 1.6938729757e-03 1.6938729757e-03 1.69193541e-03

K, 8.7332085595e-05 8.7332085595e-05 8.75493837e-05

&rs, -1.0164312515e+01 -1.0164312515e+01 -1.01922398e+01

Table 7. Run-time comparison between adjoint and direct differentiation methods
Adjoint
125

Direct Differentiation
571

Run-time (sec)

Once implementation of the discrete adjoint method is validated, the next step in
the design process is to compute sensitivity derivatives for the actual geometry. Table 8
shows the sensitivity derivatives of both cost functions obtained using the discrete adjoint
method for the original geometry.

Table 8. Sensitivity derivatives computed using discrete adjoint method
D.V. fi f2
£ -1.0110037400e-02 -1.0899218104e-02
a
K -5.0238174308e-03 =9.410986511595e=03
a
<r>, 1.1323025342e+03 1.1549498370e+03
£ 3.3425032057e-03 2.3809517707e-04
[4
K -1.6269401390e-03 -1.2959807450e-05
[4
S 2.0610982993e+02 -7.5667688361e-01
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4.2 Mass Flow Rate Effects

In this section, effects of mass flow rate variations on objective function are
investigated for two different cases. The first case utilizes pure hydrogen as fuel and the
second case utilizes fuel mixture containing methane. The second case also includes
chemical reactions of steam reforming as well as shift reaction.

Mass flow enforcement is required to accurately model the physics of the given
problem. Previously, continuous back pressure adjustment was required to achieve the
desired mass flow rate. Recently, better control over mass flow rate enforcement has been
achieved by re-formulating boundary conditions including, inlet, outlet and no-slip walls.

Figure 7 shows the relationship between the mass flow rate of fuel and the cell
voltage. The fuel composition and operating conditions (temperature and pressure) are
the same as shown in Table 4. The air mass flow rate is also constant at

m_ =1.76x10""kg/sec and the applied current density is specified as4000 4/ n’. Fuel

mass flow rate has been increased gradually to analyze its effect on output voltage. As
can be seen, the cell voltage increases with increases in fuel mass flow rate. As described
earlier, the three major contributors to the voltage loss in SOFC are Ohmic polarization,
concentration polarization and activation polarization. For the particular case shown in
Figure 7, concentration polarization plays a major role in deciding the variation in cell
voltage with the fuel mass flow rate. Concentration polarization strongly depends on the

partial pressures of hydrogen, steam and oxygen, as given by equation (18). The term

B, B
responsible for the concentration polarization in equation (18) is In| =2-%- |. The value

H,0
of ]_’0"2'5 can be assumed constant for different cases in Figure 7 as current density and air
mass flow rate remain constant. Thus, the determining factor for the voltage loss is the

ratio of partial pressures of hydrogen to steam, which becomes smaller as the mass flow
rate of fuel is reduced and thus, affecting concentration polarization adversely. As seen

in Figure 7, the effect of concentration polarization is weak for the cases with higher
mass flow rate but becomes more prominent once the fuel mass flow rate reduces below

g, =1.0x 10°kg / sec, which indicates that some part (near the fuel channel outlet) of

the anode-electrolyte interface may be starving due to high fuel utilization. This
eventually contributes towards a reduction in electrochemical activity in the affected
regions.
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Figure 7. Voltage vs. Mass flow rate (Operating conditions: Table 4)

Results presented in Figure 7 utilize a H, / H,O mixture as fuel and does not

include chemistry inside the electrodes. To demonstrate the combined effect of
chemistry/electrochemistry on SOFC performance, a fuel mixture containing

H,,H,0,CO,CO, and CH, 1s used in the next case. Air is modeled as a mixture of
O,/ N,. Mole fractions of various species and operating conditions utilized in this case

are described in Table 7. Two chemical reactions, namely, methane reforming, equation
(57.1) and water-gas shift reaction, equation (58.2) are present inside the anode.

CH, + H,0 === CO + 3H, (58.1)
CO + H,0 === CO, + H, (58.2)

Methane reforming is an endothermic reaction and tends to reduce the
temperature of the system. The shift and electrochemical reactions are both exothermic
and tend to increase the temperature of the system. Also, methane reforming is a fast
reaction that finishes rapidly in the region located near the fuel channel inlet. The size of
this region depends on the mass flow rate of the fuel.
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Table 7. Operating conditions utilized in Figure 8

Xeo XH;O X(:oz XH; Xew, P(N/m") T(K) on XN2
0.029 | 0493 | 0.044 | 0.263 | 0.171 101325 | 1273 K| 0.198 0.802

To investigate the effect of fuel mass flow rate on the cell voltage, several cases
were run using operating conditions described in Table 7 with a fixed air flow rate of

i, =1.76x10" kg / sec and constant current density of 4000 A4/ m”. The fuel mass flow

rate is reduced gradually and its effect on voltage output is plotted in figure 8. Even
though the operating conditions utilized in the present case (figure 8) and the previous
case (figure 7, H, / H,O mixture) are the same except for the fuel type, the nature of plots

is opposite in figures 7 and 8.

0.82

0.8

0.78

0.76

Electric Potential (V)

0.74

0.72
0 10 20 30

Fuel Mass Flow Rate (x1.0e-6 kg/sec)
Figure 8. Voltage vs. Mass flow rate (Operating conditions: Table 7)

As seen in figure 8, cell voltage reduces with increases in the fuel mass flow rate,
which is opposite to the trend found in figure 7. As described earlier, the reduction in
flow rate of fuel increases concentration polarization, which is responsible for the voltage
drop. In the previous case, as no chemical reactions were present (thus, no hydrogen
source), the relationship between the fuel flow rate and the cell voltage is straightforward.
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However, the same is not true for the current case and the reason is described in the next
paragraph.

Concentration of H,O increases at the anode-electrolyte interface due to the
electrochemical reaction and additional H,O diffuses inside the anode. This additional
H,O triggers methane reforming and shift reactions described by equations (58.1) and

(58.2), respectively. In these reactions, H,O participates as reactant and produces

D pos
hydrogen and thus, increases the value of the termIn| —2-% | Due to these

e

complicated interactions amongst chemical-electrochemical reactions, the concentration
polarization does not necessarily increase with the reduction in fuel flow rate for the plot
shown in figure 8. Thus, other modes of voltage losses or polarizations are required to be
investigated to determine the reasons behind the nature of the plot shown in figure 8.

—_———

1273.0 12823 12917 1301.0 13103

Figure 9. Temperature contours at the anode-electrolyte interface
(i1, =4.98x10kg / sec)

Figures 9 and 10 show temperature contours plotted at the anode-electrolyte
interface for two different points in figure 8. Figure 9 represents the location with the

lowest mass flow rate of fuel (2 e = 398X 10~ kg / sec) and figure 10 represents the
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location with the highest fuel flow rate (ri2,,, =30.02x 10 kg /sec) . The difference

between the lowest and the highest temperature points in both figures is approximately 40
K. However, the average temperature in figure 9 is approximately 73 K higher than that
in figure 10. Even though the electrochemical reaction produces the same amount of heat
in both cases (due to the same current density), fluid that is flowing slower (figure 9) is
heated more than the fluid that is flowing faster (figure 10). As described earlier,
methane reforming is an extremely fast endothermic reaction and thus, the reduction in
temperature caused by the reforming reaction remains similar in both cases. The next
step is to determine the effect of temperature on Ohmic losses in both cases.

. R

__ —

I I

12000 12094 12188 12282 12376

Figure 10. Temperature contours at the anode-electrolyte interface

(14 =30.02x107 kg / sec)

Figures 11 and 12 show the electric potential distribution inside the electrolyte (z-
plane) for the cases representing the lowest (71 s = 4.98x10°kg / sec) and the highest
(m e = 30.02x107°kg /sec) mass flow rates of fuel, respectively. The electrolyte

thickness is 0.05 mm and acts as a main contributor in Ohmic losses. As seen, the
voltage drop inside the electrolyte for the case with the highest fuel flow rate (figure 12)
is almost twice the voltage drop for the case with the lowest fuel flow rate (figure 11).
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Figure 11. Ohmic losses inside the electrolyte (7 g 4.98x107° kg / sec)
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Figure 12. Ohmic losses inside the electrolyte (7 e =30.02X 10 kg / sec)

As mentioned earlier, the electric/ionic resistivities of various components of the
SOFC are strong functions of the temperature. To further investigate the effect of
temperature, various values of electric/ionic resistivities for the anode, the cathode and
the electrolyte are shown in Table 8 for a temperature range of 1100 K — 1300 K. As
seen, the ionic resistivity of the electrolyte reduces by almost half when the temperature
is raised from 1100 K to 1200 K. The same is true when the temperature is increased
from 1200 K to 1300 K. This dependence can be correlated with the voltage drop found
in figures 11 and 12 for the cases with the lowest fuel flow rate and the highest fuel flow
rate, respectively. Note that the electric resistivity of the cathode is also reduced with
increase in temperature but that the increase is not as significant as found for the
electrolyte and also, the value of the resistivity is approximately three orders smaller than
that in the electrolyte. Thus, the voltage drop due to the Ohmic polarization in the
cathode can be assumed to be constant for both cases. Also, Ohmic polarization inside
the anode can be ignored due to a very small size (compared to the electrolyte resistivity)
of the electric resistivity of the anode.

Table 8. Relationship between electric/ionic resistivity and temperature
Temperature (K) Anode Cathode Electrolyte
1100 8.40691e-06 0.000139929 0.358644
1200 9.34189¢-06 0.000133711 0.163733
1300 1.02138e-05 0.000128666 0.0843334
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4.3 Catalytic Partial Oxidation of Methane
4.3.1 Baseline Solution and Validation

In this section, catalytic partial oxidation of methane over Rh/Al,O3 coated
honeycomb is numerically investigated. The honeycomb-structured reactors are widely
used in many engineering applications such as the fuel reformers, catalytic convertor
and gas turbine combustors. For code validation purposes, experimental work
conducted by Hettel et al. [50] is selected. The reactor is a 2 cm diameter cylinder with
260 channels and a channel density of 600 cpsi (channels per square inch). The initial
and boundary conditions are summarized in Table 9. The simulations are performed
with the detailed heterogeneous oxidation mechanism proposed by Deutschmann et al.
[75]. It includes 38 heterogeneous reactions and 20 surface-adsorbed species. The site
density is assumed to be 2.79%1072 mol/cm?. The kinetic data of the surface-reaction
mechanisms are taken from the literature. Eight gas-phase species (CHs, CO3, H,O, N,,
0,, CO, OH and H,) are considered for the simulation. The surface chemistry is
modeled using the mean-field approximation. Homogenous combustion in the gas phase
is ignored in this study since it has no the significant effect on the flow field for this test
case and operating conditions [76]. Computational grid is comprised of 122208
tetrahedral cells. Figure 13 shows the surface grid of the computational domain
representing one channel of the monolith. The grid is refined in the regions near
catalytic wall to accurately resolve boundary layers. The “inflow” boundary condition is
used at the channel inlet and a fully developed boundary condition is considered for the
outlet. The no-slip boundary condition with catalytic reaction source term is applied at
the channel walls. The temperature of the catalytic wall is assumed to be constant along
the channel. The nonlinear system of equations obtained from the discretization is
solved using Newton’s method. The convergence history of the solution is shown in
figure 14.

Table 9. Initial and boundary conditions for catalytic combustion of methane

Gas inlet velocity 0.329 m/s

Gas inlet temperature 1000 K

Wall temperature 1000 K

Gas inlet compositions(mole fraction) Xcn, = 0.133
Xo, = 0.067
Xy, = 0.8

Working pressure 1 atm

Channel width 1 mm

Channel length 10 mm
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Figure 13. Surface grid
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Figure 14. Convergence history

Figure 15 shows the comparison between the numerical results and experimental
data for the species mole fractions as a function of position in the reactor. As indicated
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in the figure 15, the good agreement is obtained. The methane oxidation starts instantly
at the inlet of the reactor. As expected, oxygen is completely consumed in the first few
millimeters of the reactor.

0.14 - . g N &
- - L2 A
td
0128 2 &
r A
Pl
21 A b @
/ H20
5 ‘ 02
= ] CH4-Num
o 008 — — — H2Num
[+] i W CO00C 00 = H20-Num
= = = = 02-Num
o |
° 0.06 - \
= !
| |
0.04 -~ L] m -
_/ \“-._’ ]
,\' - ... =
L& | 4
0.02F \ > >
N ~
0 ... ,.l ; ._.ll _T.'._"._l_ .. ._._TT.T_._'l
0 0.002 0.004 0.006 0.008 0.01
x (m)

Figure 15. Comparison between the numerical results and experimental data for the partial
oxidation of methane
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Figure 16. Species mole fraction along reformer symmetry axis for Rh and Pt catalyst
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Rhodium and platinum are considered good catalysts in terms of stability and
yields. They are widely used for partial oxidation and catalytic combustion of methane
in fuel reformers, catalytic burners and catalytic gas turbines. To better understand the
performance of methane reformer with these two catalysts, numerical simulations are
performed. The detailed heterogeneous oxidation mechanisms developed by
Deutschmann et al. [75] (24 heterogeneous reactions and 11 surface-adsorbed species)
and Deutschmann et al. [77] (38 heterogeneous reactions and 20 surface-adsorbed
species) are used to model surface chemistry for rhodium and platinum, respectively.
The temperature of catalyst wall is fixed to 1070 K. The inlet velocity is considered to
be 0.5 m/s. Figure 16 shows the mole fraction of species along symmetry axis of the
reformer for both catalysts. As seen, oxygen is completely consumed (conversion of
99%) in both cases. Rhodium shows better performance for partial oxidation of methane
(conversion of 90%) than platinum (conversion of 77%)).
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Figure 17. Species mole fractions and streamwise velocity (Pt catalyst)

Figures 17 and 18 show species mole fraction contours for reactors with platinum
and fhodium, respectively. Streamwise velocity contours are also shown in figure 17(f).
The gradient of hydrogen mole fraction is smaller across the cross section of the channel
as hydrogen has higher diffusion coefficient relative to other species considered in this
simulation. The maximum velocity in the channel is close to 1 m/s.

(b)
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Figure 18. Species mole fractions (Rh catalyst)

4.3.2 Parameter study

In this section, effect of the different design parameters on the fuel reformer
performance is investigated. There are many the design parameters affecting the reactor
efficiency for fuel reforming. These design parameters can be related to the shape/size
of the reformer as well as operating conditions and catalyst material. In this work, inlet
methane/oxygen ratio, inlet velocity and catalytic wall temperature are considered as
design variables. By using inlet velocity as one of the parameters, effect of different
Reynolds numbers is also studied indirectly on reformer performance.
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Figure 19. Comparison of the species mole fractions along reformer symmetry axis for
inlet velocities 0.5m/s and 5 m/s

The baseline conditions for this study are shown in Table 10. Figure 19 shows
the comparison of the mole fraction of species along the symmetry axis of the reformer
with two different inlet velocities of 0.5 and 5 m/s. The conversion of methane is
predicted to decrease with increase in inlet velocity. The rate of oxygen consumption
along the reactor is also decreased and therefore the peak of H,O concentration is
shifted towards the middle of the channel for the case with higher inlet velocity. Mole
fraction contours of different species for the reactor with inlet velocity of 5 m/s are
presented in figure 20.

Table 10. Baseline conditions for catalytic combustion of methane

Gas inlet velocity 0.5 m/s

Gas inlet temperature 1070 K

Wall temperature 1070 K

Gas inlet compositions (mole fraction) xcu, = 0.133
X, = 0.067
xN2 =0.8

Pressure 1 atm

Channel width 1 mm

Channel length 10 mm

Catalyst Rh
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Figure 20. Species mole fractions (V =5 m/s)
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The influence of catalytic wall temperature variation on species conversion rates
is shown in figure 21. The numerical result predicted the conversion of methane
increases from 90% at 1070 K to 96% at 1170 K. The hydrogen production is also
increased by about 10% at higher temperature.
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Figure 21. Comparison of the species mole fractions along reformer symmetry axis with
different catalytic wall temperature

The inlet methane-oxygen ratio is another important design parameter. Two
different cases with methane-oxygen ratios of 1 (xcy4 = 0.1 and x5, = 0.1) and 1/3
(xcha = 0.05 and x4, = 0.15) are numerically investigated. Results obtained are
shown in figure 22, which compares the aforementioned cases with a baseline case of of
Xcna = 0.133 and x4, = 0.067. Figure 22 shows the influence of variation in methane-
oxygen ratio on reformer performance. As shown in figure 22, size of active methane
conversion region increases with increasing methane-oxygen ratio at the inlet. The
hydrogen production reaches the highest value for richer mixture (ratio of 2.0, baseline
case). Hydrogen production for the mixture ratio of 1/3 is minimal and CO, CO; and
H,O are the main productions. The mole fraction contours for the reformer with the
methane-oxygen ratio of 1/3 are shown in figure 23.
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Figure 22, Effect of methane-oxygen ratio on reformer performance
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Figure 23. Species mole fractions (methane-oxygen ratio is 1:3)

The type of catalyst used significantly affects performance of the reformer. The
reactor performance for two different catalysts, platinum and rhodium, was investigated
earlier. In addition to the type of catalyst, catalyst loading is also an import factor in
design and optimization of catalytic reactors. For considering the effect of catalyst
loading, two parameters Fiq;/g4e, (ratio of catalytic surface area to geometric surface
area) and n (effectiveness factor) are considered. As mentioned earlier, the
heterogeneous flux with catalyst loading effects can be written as,

Fluxpe, = Fcat/geonMM/iS'i
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Figure 24. Effect of variation in catalyst loading on reformer performance

The effect of the catalyst loading factor (Fiq¢/geo? ) On reformer performance is
numerically investigated. As shown in figure 24, methane conversion increases at high
catalyst loading. Oxygen is almost completely consumed by surface reactions in the
first two-millimeter of the reactor length for all three cases. The methane conversion
increases from 57 % at Feqt/geon = 0.5 t0 98 % at Foq¢/geot = 2. Hydrogen production
at Feqe/ge0” = 2 increases about 7% relative to the baseline case. Species mole
fractions for the Fi4¢/400m = 0.5 case are plotted in figure 25.
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47



Figure 25. Species mole fractions (Feqt/geot = 0.5)

4.3.3 Sensitivity Analysis

In the previous section, relationship between reformer performance and a design
variable was obtained by running a baseline simulation, changing the parameter value
and re-evaluating the change in the cost function. More sophisticated way for such
analysis and computational design is using sensitivity analysis. In this method, the
sensitivities are obtained by computing gradients or derivatives of the objective function
with respect to design parameters of interest. There are several methods for computing
sensitivity derivatives. In this work, the direction differentiation and adjoint methods
are used to obtain the sensitivity derivatives. Implementation details of both these
methods are given in earlier sections of this report.

The mean value of hydrogen concentration at the outlet boundary is considered

as the cost function as increasing the value of this cost function improves the
performance of the reformer. The design variables considered in this study include inlet
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velocity, methane density, oxygen density, catalytic wall temperature and catalytic area
ratio. For validation purposes, sensitivity derivatives are obtained using both adjoint and
direct differentiation methods and provided in Table 11. The baseline conditions for this
study are shown in Table 9. As ilustrated in the Table 11, the sensitivity derivatives
obtained by direct differentiation and adjoint methods show good agreement.

Table 11. Comparison of sensitivity derivatives computed using different methods
Design variable Direct Differentiation Adjoint

Inlet velocity -0.00580817201 -0.005840817202

Inlet methane density 0.10718769820 0.107187698123

Inlet oxygen density -0.07966058834 -0.07966058831

Catalytic wall 0.00105843297 0.00105843127
temperature

Catalytic area ratio 0.00113610487 0.00113610454

Sensitivity derivatives are very useful for design and optimization purposes.
With these derivatives, one can estimate how important a design parameter is for the
given cost function. Thus, parameters that are not important can be ignored during
optimization while concentrating on important variables. For example, in Table 11, inlet
methane concentration is an important variable for the cost function of outlet hydrogen
concentration.

4.3.4 Optimization

As mentioned earlier, an interface is created to link the flow solver code to
DAKOTA to perform optimization. In the first case, numerical optimization based on
only one design variable is studied. The mean value of CH, concentration at the outlet
boundary is considered as the cost function. The inlet velocity is chosen as the design
variable. The initial and boundary conditions shown in Table 9 are used for the baseline
solution. The initial value for the design variable is 1.2 m/s and lower and upper
thresholds (design constrains) are 0.3 and 2 m/s respectively. The optimization is
performed by two methods: the Fletcher-Reeves conjugate gradient method
(DAKOTA’s conmin frcg method) and quasi-Newton method (DAKOTA’s optpp q
newton method). Both these methods are gradient-based optimizers that are best suited
for efficient navigation to a local minimum in the vicinity of the initial point.
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Figure 26. Convergence history of the optimization problem with one design variable
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Figure 27. Convergence behavior of the optimization problem with three design variables
using Fletcher-Reeves conjugate gradient method
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Figure 26 shows the convergence behavior of frcg and quasi-Nexton methods
for solving this optimization problem. As expected, inlet velocity of 0.3 m/s is obtained
as the optimum value for the design varible. The quasi-Newton method shows the
quadratic convergence rate. In the frcg method, 7 cost function evaluations and 4
gradient evaluations are performed. The quasi-Newton used 6 cost function evaluations

and 5 gradient evaluations.

The design problem with three parameters including, inlet velocity, inlet
methane concentration and catalytic wall temperature is attempted as the second test
case. Since the values of design variables are spread across different orders of
magnitude, the normalized values are used for the optimization cycle. Constraints
imposed in this optimization problem are listed in Table 12.

Table 12. Initial values and design constraints used in optimization

Inlet velocity | Methane concentration at inlet | Catalytic wall temperature
(Normalized by multiplying with 10) (Normalized by dividing by 1000)
Lower bound 0.3 0.3 0.8
Upper bound 1.5 1.3 1.2
Initial values 0.7 0.5 1.0
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Figure 28. Convergence behavior for the optimization problem with three design
variables using the quasi-Newton method
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The cost function is defined as the mean value of CH, concentration at the outlet
boundary. The initial and boundary conditions shown in Table 9 are applied. Again, two
methods including Fletcher-Reeves conjugate gradient and quasi-Newton are used in
this problem. Figures 27 (frcg) and 28 (quasi-Newton) show convergence behavior of
both these optimization algorithms. In the Fletcher-Reeves conjugate gradient method,
the cost function decreases from 5.34e-04 to 2.21¢-08 for the local optimum point of
(0.3, 0.825, 1.2). The cost function decreases from 5.34e-04 to 3.93e-07 using quasi-
Newton method with the local optimum point of (0.575, 0.825, 1.2).

As shown in figures 27 and 28, both methods have a zig-zag convergence
behavior. The comparison of the plots showing methane concentartion along the
centerline of the reactor using baseline and both optimized conditions is illustrated in
figure 29. The Fletcher-Reeves conjugate gradient method is a better optimization
algorithm in this particular problem.
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Figure 29. Comparison of methane concentartion along reactor length
using baseline and optimized conditions

Table 13. Number of solver and gradient calls for the optimization algorithms

Method Number of objective function | Number of objective gradient
evaluation (solver calls) calculation (gradient calls)

Fletcher-Reeves conjugate 17 7

gradient method

quasi-Newton algorithm 15 13
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Table 13 shows the number of solver and gradient calls required for both
optimization algorithms. Each gradient calculation step involves computing three
derivatives for this problem. Therefore, the gradient calculation is the most expensive
part of the optimization process and make up about 55% and 72% of the computational
cost of the simulation in frcg and quasi-Newton algorithms, respectively. Since the
number of design variables are small in this case, there is no significat advantage of
using the adjoint method relative to the direct differentition.

While previous two caeses optimized the methane conversion, the main goal of
the reformer design is to maximize the hydrogen production. In some cases, although
methane is almost compeletly consumed for the given conditions, main products of the
chemistry are species other than hydrogen. For this reason, another cost function
representing hydrogen concentration at the outlet boundary is defined as following.
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Figure 30. Convergence behavior for the optimization problem with three design
variables and cost function representing hydrogen concentration at the outlet boundary

Based on the previous experience, the Fletcher-Reeves conjugate gradient method
is selected for this problem. Initial and boundary conditions described in Table 9 are used
for the baseline case. Design variables are same as the previous case including inlet
velocity, wall temperature and inlet methane concentration. The initial values for inlet
velocity and wall temperature are same as the previous test case. The value of 0.082 is
chosen as the initial methane concentration at the inlet. Figure 30 shows the convergence
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behavior for solving this optimization problem. Number of objective function
evaluations and gradient calculations are 20 and 5, respectively to reach to the local
minimum point. The comparison plot of hydrogen concentartion along the centerline of
the reactor using baseline and optimized conditions is shown in figure 31.
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Figure 31. Comparison of hydrogen concentartion along reactor length using baseline and
optimized conditions

4.4 Iso-Octane Reforming

In this section, steam reforming results of iso-octane using model described by
Shi et al. [78] are presented. On-board hydrogen production is preferred due to lack of
infrastructure for hydrogen production, storage and transportation. Different methods
such as, partial oxidation (PO), steam reforming (SR) or autothermal reforming (ATR)
can be utilized for on-board production of hydrogen using commonly used liquid fuels
such as diesel or gasoline.

Partial oxidation is exothermic reaction and does not require external heat. Steam
reforming is endothermic reaction and requires external heat to complete the reaction.
Autothermal reforming is a combination of partial oxidation and autothermal reforming
and is self-sustaining. Global reaction mechanism describing partial oxidation, steam
reforming and water-gas shift reaction (WGS) for a general hydrocarbon can be written
as following.

PO: CH () +g02(g) —>nCO(g)+%H2(g) (60.1)
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SR: CH_ (I)+nH,0(g) & nCO(g)+[% + n)Hz(g) (60.2)

WGS: CO(g)+H,0(g)<>CO,(g)+H,(g) (60.3)

Most kinetic models available in literature employ methane (CHy) as fuel. Very
few models have been reported for heavy hydrocarbons such as, gasoline or diesel in
literature [78,79]. These models generally use surrogates to represent actual
hydrocarbons. For example,

(1) Diesel: n-hexadecane (CsH3s)
(2) Gasoline: iso-octane (CsHjs)

Shi et al. [78] utilized global reaction model for n-hexadecane and iso-octane to
simulate chemistry inside the reactor. Thormann et al. [79] presented a detailed kinetic
model for n-hexadecane. Model developed by Thormann et al. includes 45 elementary
reactions, 8 gaseous species and 13 adsorbed species. Transport properties (Lenard-Jones
parameters) for the hydrocarbons utilized in simulations can be computed using
relationships given in a paper by Tee et al [80].

A steam reforming model of iso-octane comprising of three global reactions and 6
species (CgHys, Ho, CO, CO,, H20, Ny) is presented by Shi et al. [78]. This model is
implemented in the in-house multispecies Navier-Stokes solver at the SimCenter. Few
simulations have been run using iso-octane reforming model for different values of mass
flow rates and results are shown in this report. Reactions used in iso-octane reforming
model are given below. Details regarding reaction rate coefficients and reaction rate
computation can be found in the paper by Shi et al. [78].

I[so-octane reforming:

Rl: C.H()+8H,0(g) <> 8CO(g)+17H,(g)
R2: CO(g)+H,0(g)<>CO,(g)+H,(g)
R3: C.H, (1) +16H,0(g) <> 8CO,(g)+25H,(g)

Figure 32 shows the geometry utilized in the simulation along with different
boundary conditions applied in the problem. Dimensions of the model are given in Table
14. Operating conditions used in the simulation are given in Table 15.

Table 14. Model dimensions (Shi et al. [78])
Length (mm) [ Width (mm) Height (mm)
200.3 1.7308 1.2167

Table 15. Operating Conditions

Xmo | Xu2o Xcoz2 Xu2 XcsHis Xn2 T(K) P(N/m2)
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0.005 | 0.39 0.005 0.005 0.016 0.579 898 303975

Outflow

Catalyst

Inflow

Figure 32. Reformer Model (Shi et al. [78])

To investigate the effect of fuel mass flow rate on tem»oerature distribution, few
cases have been run with varying fuel velocities while keeping the rest of the operating
parameters constant. As seen, overall reaction mechanism is endothermic and thus,
reduction in temperature is evident in figures 33 and 34. However, extent of such
reduction is less for the case with higher velocity (Figure 33) by approximately 30° K.
Such behavior is related to the extent of chemical activity taking place inside the
reformer. When fuel is moving at slower velocity (figure 34), it spends more time inside
the reformer and thus, has more time to participate in chemical reactions. As overall
mechanism is endothermic, more reactions amount for higher temperature drop, which
justifies the trends shown in figure 33 and 34.

T(K)

B T T V-2.0m/sec

750 770 790 810 830 850 870 890

Figure 33. Temperature contours for V =2 m/sec
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Figure 34. Temperature contours for V =0.25 m/sec

4.5 Fluid-Structure Interaction in SOFC
4.5.1 Analysis

The fluid-structure interaction capability has been developed and applied for the
SOFC case described in this section. The geometry of the cell utilized in this case is
shown in figure 35. As seen, computational model includes all relevant SOFC
components including fuel/air manifolds, electrodes/electrolyte (PEN), seals and
interconnects. The number of channels for both air and fuel manifolds is chosen to be
twelve to make the geometry mimic realistic planar SOFC. Various geometric
dimensions of the cell are listed in Table 16.

Figure 35. Different components of simplified SOFC
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Table 16. Geometrical dimensions of simplified SOFC
Length 43.0 mm
Width 39.0 mm
Height 0.23 mm
Anode thickness 0.1 mm
Cathode thickness 0.1 mm
Seal thickness 0.1 mm
Electrolyte thickness 0.1 mm
Interconnect thickness 0.5 mm
Channel thickness 0.5 mm

No-slip, adiabatic wall boundary conditions are applied at the top wall, bottom
wall and side walls of the computational geometry shown in figure 35. Fixed potential (
¢ =0) boundary condition is applied at the bottom wall, while the top wall is treated by

specifying average current density (i = L pplied

mass flow rate and species mole fractions are applied at both fuel and air channel inlets.
The temperature of the air and fuel mixture entering from their respective inlet ports is
1073 K. Also, both fluids are operating at atmospheric pressure. Specified back pressure
outflow conditions are applied at both air and fuel outlet ports. Initial species mole
fractions and thermodynamic conditions utilized in this simulation are given in Table 17.
As seen in Table 17, partially reformed fuel has been utilized and thus, methane
reforming and water gas shift reactions have been considered inside the anode. Material
properties of different components of SOFC are shown in Table 18. Current density of
5500 Am™ is applied at the top wall of the computational geometry shown in figure 35.

). Inflow boundary conditions with specified

Table 17. Mole fractions and thermodynamic conditions

Xeo KXo Xeo, Xy, Xew, Xo, Xy, T(K) P(N m™)

0.029 | 0.493 | 0.044 | 0.263 | 0.171 0.198 | 0.802 | 1073K 101325

Table 18. Material properties of various components of SOFC

Electric resistivity of anode (Qm) 2.98 x 10~ exp(-1392/T)
Electric resistivity of cathode (Qm) 8.11x 107 exp(600/ T)
Electric resistivity of interconnect (Qm) 6.41x107°
Tonic resistivity of electrolyte (Qm) 2.94 x 10~ exp(10350/ T)
Thermal conductivity of anode (W m'K ‘1) 40.0
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Thermal conductivity of anode current collector ( Wm'K ") 11.0
Thermal conductivity of cathode (W m”'K '1) 10.0
Thermal conductivity of cathode current collector ( Wm'K '1) 11.0
Thermal conductivity of interconnect ( Wm'K '1) 25.0
Thermal conductivity of electrolyte (W m™ K~') 2.0
Thermal conductivity of seals ( Wm'K '1) Ie

Porosity of anode 0.6

Porosity of cathode 0.6

Tortuosity of anode 6.0

Tortuosity of cathode 6.0

Porosity of anode current collector 0.9

Porosity of cathode collector 0.9

Tortuosity of anode collector 1.5

Tortuosity of cathode collector IS

Two different configurations of co-flow and counter-flow are analyzed in this
case. Figures 36(a) and (b) show temperature contours plotted over outer surface of the
cell for co-flow and counter-flow configurations, respectively. Figures also show flow
directions of both air and fuel. As expected, in co-flow case, there is a gradual rise in
temperature as both fuel and air move through the flow domain. Heat generated due to
the electrochemical reaction is the main factor affecting the increase in temperature. In
counter-flow case, regions showing maximum temperature are present in the middle of
the computational domain. Also, maximum temperature found in the co-flow case is
higher than the same found in the counter-flow case.

L[] [ ___Im

Temperature (K): 1080 1100 1120 1140 1160 1180 1.200 1220 1240 Temperature (K): 1080 1100 1120 1140 1160 Tisﬂ 1

Figure 36(a). Co-flow configuration Figure 36(b). Counter-flow configuration

Figure 36. Temperature contours on outer surface on the cell

Figure 37 shows polarization curves plotted for both co-flow and counter-flow
cases operating under the same conditions described in Table 17. As expected, cell
voltage reduces with increase in current density due to the effects of several
irreversibilities present inside the cell. Both cases exhibit similar performance for low
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current densities. However, as current density increases, co-flow configuration performs
better than the counter-flow configuration.
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Figure 37. Polarization curve comparison

Figures 38 (a) — (f) show mole fractions of different species plotted on planes
passing through fuel and air manifolds for the co-flow case. As mentioned earlier, two
chemical reactions namely, methane reforming and water-gas shift reactions are
considered inside the anode electrode. Also, electrochemical reaction, which is
responsible for the production of steam and consumption of hydrogen and oxygen, affects
species distribution in the flowfield. In figure 38(a), there is an overall reduction in
hydrogen concentration as it moves through the flowfield. A region located near bottom
right corner of the plane shows rise in hydrogen mole fraction. This behavior is caused by
hydrogen production due to methane reforming reaction. In figure 38(b), gradual rise in
steam concentration due to electrochemical reaction is evident as fuel moves from the
inlet to the outlet of the manifold. Methane mole fraction is plotted in figure 38(c). As
methane reforming is a fast reaction, most of the methane can be seen consumed in the
first half of the flowfield. Figure 38(d) shows oxygen mole fraction plotted on a plane
extracted from the air manifold. As oxygen is a reactant of the electrochemical reaction,
there is gradual reduction in its mole fraction as air moves through the flowfield.
Contours of carbon monoxide (CO) mole fraction plotted in figure 38(e) exhibit non-
uniformity in the flowfield. As CO acts as a reactant in shift reaction and as a product in
reforming reaction, their combined effect produces non-uniformity in the contours shown
in figure 38(e). Finally, contours of carbon dioxide mole fraction are plotted in figure
38(f). As the only reaction involving carbon dioxide (as a product) is a shift reaction,
gradual rise in carbon dioxide concentration is evident in figure 38(f).
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Figure 38. Mole fraction of different species in fuel and air manifolds (Co-flow)

Figures 39(a) — (f) show stress contcurs plotted on planes extracted through
differznt solid and porous components of the cell for co-flow configuration. Figures 39(a)
and (b) show contours of maximum tresca equivalent stress (MTES) plotted on
streariwise planes passing through seals located on both fuel and air sides, respectively.
As sezn, maximum stress is present near fuel inlet port in both figures. Figure 39(c) — (e)
show contours of mean principal stress (MPS) plotted on planes passing through the
ancde, electrolyte and cathode, respectively. Some characteristics of these contours such
as location of the maximum stress region are similar in all three plots. This region is
located near fuel inlet port in the computational domain. Figure 39(f) shows contours of
MTES plotted on a vertical plane passing through the interconnect and inlet ports. As
expected, maximum stress is found near fuel inlet port. Regions near air inlet port also
indiczte high values of MTES. Overall, maximum stress values are found in a plane

extracted through the anode

electrode in figure 39(c).
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Figure 39. Stress distribution inside different components for co-flow configuration

Figures 40(a) — (f) show stress contours plotted on planes extracted through
different components of the cell for counter-flow configuration. Even though air is
flowing in the opposite direction in this case compared to the previous case (figure 39),
stress contours in different components show similar characteristics in both cases.
Regions with maximum stress are located near fuel inlet port in different cell

components. Overall, stress values for the counter-flow case are smaller than the co-flow
case.

MTES (MPa)

(a). Anode seal (b). Cathode seal
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Figure 40. Stress distribution inside different components for counter-flow configuration
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4.5.2 Stress Sensitivity

As mentioned earlier, both fuel cell and structures code are capable of performing
sensitivity analysis. To demonstrate this capability, stress sensitivity contours are plotted
on planes extracted through different components of the cell in figures 41(a) — (). The
co-flew configuration is utilized in figure 41. Design variable in this study is cathode
porosity. The method utilized to compute sensitivity derivatives is direct differentiation in
both fuel cell and structures code. Structures code requires values of flowfield variables
and sensitivities of flowfield variables from the fuel cell code to compute stress
sensitivities. The characteristics of stress sensitivity contours in figure 41 are similar to
those shown for the stress contours in figure 39; especially regions with highest
sensitivity values are located near fuel inlet port for al! components.
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(c). Anode (d). Electrolyte (e). Cathode

Figure 41. Stress sensitivities with respect to the cathode porosity inside different components for co-flow
configuration

4.6 CAD Integration and Mesh Movement

As described in section 3.4.2, a framework has been developed for integrating
CAPRI [67] with the SimCenter geometry libraries so that CAD-based design variables
can be utilized. In this section, three different examples demonstrating use of CAPRI
interface and modified linear elasticity mesh movement solver are provided.

First example involves modifying the shape of the air channel for the tubular
SOFC depicted in figure 42. Here, the geometry has been constructed in a CAD program
(Solid Works) and the air channel is described as a simple ellipse, where the dimensions
of the vertical and horizontal axes are exposed as design variables. The original design, as
shown in the upper left portion of figure 43, has an air channel with a circular cross
section. Sensitivity derivatives describing the changes in the surface coordinates with
each design variable are shown in the right portion of this figure, whereas the result of a
simple design problem is shown in the lower left. As seen in the final design, the circular
cross section has become elliptical after one design cycle and the fidelity of the mesh is
maintained after repositioning the coordinates of the air channel.
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Air Channel

Figure 42. Shape design of tubular SOFC

Figure 43. Shape design and sensitivity contours of tubular SOFC

Second example [81] is demonstrated in figure 44 showing capability to produce
quadratic grids vsing CAPRI and linear elasticity solver. Shape shown in figure 44 is an
analytically defined three-dimensional body of revolution [82]. Figure 44(a) shows the
high-order mesh generated withou: getting original definition of the CAD model. The
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linear surface representation shown in figure 44(a) is clearly inaccurate and using it for
higher-order schemes would not allow accurate definition for the geometry. In contrast,
figure 44(b) shows a surface mesh for the same geometry where quadratic elements are
used. After adding additional surface quadrature points using the CAPRI interface to the
elements, the fidelity of the surface is clearly improved.

(a) Linear surface (b) Quadratic surface
Figure 44. Surface representation for an analytic 3D body of revolution [81,82]

Third example illustrates the mesh movement strategy for a NACA 4412 mesh
shown in figure 45(a) [81]. The mesh is generated with a viscous spacing of 1e-03 normal
to the wall. Figure 45(b) plots contours of the perturbation magnitude obtained using
linear elasticity solver described in Section 3.5. As expected, most perturbations are
concentrated on the airfoil upper surface because of the presence of relatively larger
curvatures, and the perturbation magnitude quickly decays as the distance to the airfoil
increases. Figures 45(c) and (d) depict a close-up view of the viscous layer near 0.4 chord
of length on the upper airfoil surface for linear and higher-order mesh, respectively. As
shown in figure 45(d), the mesh movement strategy effectively produces sufficient
deformations for the interior mesh points and quadrature points to prevent negative
volumes or Jacobians. The mesh movement strategy employed in the current work is
capable of obtaining valid finite-element meshes with high-aspect ratio elements for high
Reynolds number flows.
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(a) NACA 4412 mesh (b) Displacements obtained using LE solver
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Figure 45. Mesh movement strategy for higher-order grids using CAPRI and linear
elasticity solver [81]

5. Conclusions

An in-house solver capable of solving multispecies Navier-Stokes equations has
been developed. The solver is implicit, unstructured and implemented in parallel for
computational efficiency. Two applications explored in this project include planar SOFC
and catalytic reactor. Results obtained using numerical models of SOFC as well as
catalytic combustion of methane are validated by performing comparisons with the
experimental results from the literature. Effects of inlet mass flow rate conditions on
performance of both SOFC and reformer are investigated. The surface chemistry,
heterogeneous combustion and coverages are computed by linking the solver with
Cantera. Parametric studies are carried out for several design parameters affecting reactor
efficiency for fuel reforming. The code is linked to DAKOTA for computational design
and optimization purposes. Based on the presented results, the following conclusions may
be drawn.

- The parameter study shows that

o Rhodium shows better performance for partial oxidation of methane
(conversion of 90%) than platinum (conversion of 77%).

o Conversion of methane is predicted to decrease with increasing inlet
velocity and Reynolds number.

o Conversion of methane and hydrogen production increase with
increase in catalytic wall temperature.

- Sensitivity analysis for the methane reformer shows that the methane
concentration is an important parameter affecting reformer performance.

- Sensitivity derivatives are used for computational design based on gradient-
based optimization algorithm. Computation of sensitivity derivatives using
direct differentiation and adjoint method reduced the run time of the
optimization process up to 38% for the Fletcher-Reeves conjugate gradient
method and 54% for the quasi-Newton algorithm.

A capability to perform thermo-mechanical analysis of different components of
SOFCs has been developed by coupling the multispecies solver with the structures code.
Results obtained using this capability indicate that the main factors affecting the stress
distribution are temperature gradients and mismatch of coefficients of thermal expansion
between different components of the cell. Also, capability to perform thermo-mechanical
sensitivity analysis has been developed using direct differentiation method. Using this
capability, sensitivity derivatives of stress has been computed for planar SOFC.
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Capability to perform shape design and create curved higher order elements using
original definition of CAD model is developed using CAPRI (developed at MIT) and
high-fidelity mesh deformation algorithms. This method is successfully applied to create
higher order curved elements for viscous grid of NACA 4412.
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Nomenclature

Symbols
B
E;
]

~N R0

i

Greek Symbols
B

Name

Permeability

Total energy

Cost function
Enthalpy

Current density
Exchange current density
Mass flux vector
Mass flow rate
Molecular weight
Number of species
Pressure

Solution vector

Heat flux
Temperature
x-velocity component
y-velocity component
z-velocity component

Mole fraction of i ™ species

Design variable vector
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Unit

2
m

Jm?

cost function depended
Tkg'!
Am?
Am?
kgm?s’!

kg s

kg kmol!

Nm?

solution variable dependent
Jm?s!

K

ms!

ms’

ms’!

design variable dependent



F.J Grid vector m

P Mass concentration kg m?

u Molecular viscosity kgms™

) Electric potential volt

n Activation polarization volt

€ Porosity -

K Totruosity -

v Control volume m’

@ Viscous flux kgm' s?
Constants

F Faraday constant 96484.56 A smol’
R, Universal gas Constant 8314.4 J kmol' K
Indices

a Anode

c Cathode

eff Effective

by Chemical species
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